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Abstract

This paper reports on the progress of Thai
National Corpus development. The TNC is
designed as a general corpus of standard
Thai. Only written texts are collected in
the first phase. It aims to include at least
eighty million words. Various text types
produced by various authors are included
in the TNC so that it would closely
represent written language in general.
Texts are word segmented and tagged
following the Text Encoding Initiative
(TEI) guidelines on text encoding. The
INC was designed as a resource for
general applications, such as lexicography,
language teaching, and linguistic
research. In addition, the TNC is designed
to be comparable to the British National
Corpus so that a comparative study
between the two languages is also
possible.

1. Introduction

Based on the definitions of corpora made
by many scholars (Sinclair 2005:23,
McEnery and Wilson 2001:32, Kennedy
1998:1), we can see corpora as the
language data collected according to
certain criteria to represent a language
under examination. Corpora have been
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widely used in various fields of study.
Lexicographers use corpora to
differentiate senses of polysemous words,
and to spot coinages. Beside its use for
compiling dictionaries, corpora can be
used for compiling other language
resources like grammar books and text
books. Some language teachers even think
that the use of corpora would cause a
major change in language learning.
Corpora are resources for students to
explore and discover the authentic uses of
languages. The new learning process,
known as data-driven learning (Johns
1991), is more student-centered. The
similar impact is also hold in the views of
scholars in translation studies (Baker
1993). Corpora of translations (parallel
corpora) play an important role in
revealing the nature of translation.
Translated texts are no longer regarded as
merely a duplication of the source texts,
but they are a kind of language
phenomenon worth studying in its own
right. In linguistics, corpora are no doubt
used as the basis of research, especially for
empirical research.

In addition to the use of corpora for
theoretical interests, some people use
corpora for practical purposes. Translation
professions use corpora of translation
known as translation memory to facilitate
translation tasks. Computational linguists
and language engineers use corpora as the
training data for their natural language
processing (NLP) systems. In general,
NLP systems using statistical information
of language extracted from a corpus are
more robust than systems using manually
crafted rules when processing naturally
occurring texts. Therefore, it suffices to
say that corpora have been receiving much
attention in various fields of study.
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papers, such as Aston (1996), Bernardini
(1997), Kilgarriff (1997), Rayson et al.
(1997), etc., have used the BNC in their
studies. In addition, many commercial
English dictionaries have been using the
BNC for defining word senses and
illustrating word usages. Besides corpora
of English, corpora of other languages
have also been developed in a similar
fashion, such as American National
Corpus, Czech National Corpus, Hellenic
National Corpus, National Corpus of Irish,
Hungarian National Corpus, Slovak
National Corpus, and Croatian National
Corpus.

In Thailand, although Thai is the national
language and everybody has learnt Thai
since elementary school, many people
sometimes are not certain about using or
spelling some words. Resources like Thai
dictionaries are not currently as
informative as English dictionaries.
Creating a large corpus of the Thai
language such as the Thai National Corpus
will be a significant progress in Thai
language resource development. Not only
would lexicographers have authentic
examples of the language use, but ordinary
people would also be able to explore and
discover the complexity of the Thai
language. It is widely known that King
Bhumibol has urged Thai people to realize
the importance of the Thai language and to
pay more attention to problems of Thai
language usages. The day he gave the
speech on this matter at Chulalongkorn
University (29 July 1962) was later, in
1999, declared as the Thai national
language day. The creation of the TNC
can serve this objective. The TNC, which
represents standard Thai in general, would
be an important resource and would be
useful in many applications, such as
corpus-based  lexicography, linguistic
research, Thai language teaching, and Thai
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language processing. Thus, the creation of
the TNC is one of many activities that
Thai people could do to celebrate the
King’s 80th birthday in 2007. The project
of the TNC is under the patronage of
H.R.H Princess Maha Chakri Sirindhorn.
The project is led by the department of
linguistics, Chulalongkorn University,
with  cooperation from publishing
companies and the IBM Thailand
Company.

1.2 Goal of the TNC

As a general corpus, the TNC should
include various text types in different
domains. The corpus should also include
both spoken and written data. However,
collecting spoken data requires much
work. Thus, the project is aimed - at
collecting only written texts in its first
phase. Eighty million words are the
minimal size of the corpus (the number is
chosen to celebrate the King’s 80th
birthday). The TNC is designed to be
balance and representative of the standard
Thai language. That means the
components inside the corpus should
correspond to the actual proportions of
naturally occurring - data, and should
include all text types. However, it is
unlikely or impossible to know the correct
proportion of each text type. What we
could do is to estimate and inform users of
our decisions. For this project, we decided
to make the TNC comparable to the BNC
in terms of its domain and medium
proportions (see the next section). By
doing this, it would be possible to do a
comparative study between Thai and
British English.

Since Thai texts are written without word
boundary markers, the corpus should be at
least word segmented. This is necessary to
enable precise searching. For example,
when searching for the word ¥7 ‘come’,

users would not want to retrieve words
like #7A ‘many’, 3a¥N1Y ‘aim’, &I1U7150
‘able’, &u7Ax  ‘association’, etc.
Contextual information of the texts, such
as author’s information, medium, genre,
domain, published time etc., should also
be stored with each text so that users can
search only texts that meet their
requirements.

Next, the corpus should be marked with
the standard markup language proposed by
the TEI (Text Encoding Initiatives). By
doing this, it will ensure that the TNC is
compatible and conform to the
international standard. It will then be
easier for foreign scholars who want to use
the TNC in their studies. Finally, in order
to maximize the use of TNC, software for
searching the TNC should also be
developed and released together with the
corpus. Though the TNC conforms to
XML format, it does not mean that any
XML searching software can be used.
General software may not be able to
process Thai language properly. Thai
concordance program should be developed
especially for sorting and searching Thai
words.

2. Design of the TNC

Since the TNC is designed to be
comparable with the BNC, the criteria
used to select written texts here will be
similar to those of the BNC. In addition to
the three main criteria used in the BNC,
domain, medium, and time, an additional
criterion, that of genre, will be used in this
project for reasons that will be explained
below.

On the dimension of domain, the TNC
plans to have 75% of its samples from
informative texts and 25% of its samples
from imaginative texts. A higher number
of informative texts is based on the belief
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In addition to the three main criteria,
written texts are also selected and
categorized on the basis of their genres.
After the BNC was released, Lee (2001)
argued that the domain criterion used in he
found that some genres are under-
represented or missing. This is because
texts were not chosen on the basis of
genres in the first place. Therefore, in this
project, genre classification will be added
as one criterion of text selection. Texts
will be selected to cover all genres.

2.1 Genre classification

Lee (2001) discussed the overlapping
meanings and the confused usages among
terms like “genres”, “domains”,
“registers”, and “styles”. Genre is a
complex concept. It is not solely about
situated linguistic patterns (register), co-
occurrences of linguistic features (text
types), subject fields (domain), or text-
structures, but includes aspects of all of
these things. He suggested that genres
should be used as the criterion for text
categorization when compiling a corpus.

able 1 : Weights of Domain, Medium and Time in TNC

:éMedium
25% | Book 60%

Informative 75% Periodical 20%
R Applied science - Published miscellanea 5-10%
 Arts Unpublished miscellanea  |5-10%
~ Belief and thought Internet 5%

- Commerce and finance
| ~ Leisure Time
~ Natural and pure 1998-2007 (2541-2550 B.E.) 190-100%

- science

~ Social science | 19881997 (2531-2540 B.E.) [0-10%

~ World affairs | *before 1988 (-2531 BE.) |0-5%
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I prefer to use the term genre to describe
groups of texts collected and compiled for
corpora or corpus-based studies. Such
groups are all more or less conventionally
recognisable as text categories, and are
associated with typical configurations of
power, ideology, and social purposes,
which are dynamic/negotiated aspects of
Situated language use. (Lee 2001:47)

Lee proposed a set of genres to be used
with the BNC. His set of genres is the
result after studying various genres used in
other corpora, e.g. London-Lund Corpus,
Lancaster-Oslo/Bergen Corpus, International
Corpus of English. In this project, we will
follow Lee’s idea of categorizing texts into
different genres based on external factors
like the purpose of communication,
participants, and the settings of
communication. We also believe that
genres are language-specific because the
communicative settings could be different
in different cultures. We expect that texts
in the same genre shares the same
characteristics of language usages, e.g.
discourse structure, sentence patterns, etc.
In this project, the genres adapted from
Lee (2001) appear in Table 2.

2.2 Text selection

After corpus structure is designed, we
need to collect texts that fit into the
designed structure. There are many issues
to be considered when selecting
texts. Obviously it is easier and cheaper to
select texts that are already in electronic
forms, like those found in the internet or
publisher houses. But there are other
factors to be considered as well. Since we
cannot use all texts from the same genre,
texts should be ranked based on their
significance. Texts read by a lot of people,
texts produced by famous writers, and
texts recognized as valuable work should
be more important than the others. Thus,

when selecting texts, these factors will be
used to decide what should be included in
the TNC first.

After texts are selected, copyright owners
of each text will be contacted and asked to
sign a permission agreement form. To
make this process easier, the same form
will be used for all owners. Although this
is a time consuming process, it is
necessary if the TNC will be released to
the public later.

During the process of compiling corpus, a
report stating the number of words and
texts in different genres, domains, and
mediums will be generated regularly. This
will help people who do the text selection
task to clearly see what is still missing or
underrepresented in the corpus.

2.3 Sample size

Ideally, the whole text should be kept in
the corpus to ensure that information
related to discourse structure is not lost
when sampling the data. But doing that

would force us to include fewer texts,
since the time and budget are constant.
This leads to sample only some parts of
the text. Sampling size can vary, but the
maximum size will not exceed 40,000
words or about 80 pages of A4 paper.
Texts are randomly selected either from
the beginning, the middle, the end, or
selected from many sections. If the entire
text is less than 40,000 words, only 90%
of the text will be used. Using only a part
of written text will make it easier to ask
for the permission from copyright owners.
This method of sampling is similar to the
method used in the BNC (see BNC
Handbook). But for texts that are less than
40,000 words and copyright-free, such as
government documents, the whole text can
be stored in the corpus.
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Table 2 : Genres in TNC (adapted from Lee, 2001)

Sub-genres

Humanities, e.g. Philosophy, History, Literature, Art,
Music

Medicine

Natural Sciences, e.g. Physics, Chemistry, Biology

Political Science - Law — Education

Social Sciences, e.g. Psychology, Sociology, Linguistics

Technology & Engineering, e.g. Computing, Engineering
Humanities :

Medicine

Natural Sciences

Political Science - Law — Education

Social Sciences

Technology & Engineering

(not philosophy)

fional — DIY

Regulation

School

University

Personal

Professional

Editorial —views

Agriculture news

Crime news

Economic news

Education news

Entertainment news

Foreign news

Local news

Politics news

Sciences & Technology news

Society news
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Sports news

Royal family news

Miscellaneous

Drama

Poetry

Fiction
Prose

Short Stories

Miscellanea

3. Encoding the TNC

Encoding is a normal practice when
creating a corpus. With encoding, we can
add contextual information as well as the
analysis of the texts into the corpus. As a
result, users can do more than plain text
searches. For example, users can search
texts in a certain domain or in a particular
genre. And with linguistic annotation like
part-of-speech tagged, users can search
with some syntactic constraints. The
standard for encoding electronic texts has
been proposed by the TEI (Text Encoding
Initiative), in which XML is used to define
a markup language. Thus, each element in
the text will always be marked with a start
tag and an end tag as in these examples:

<name type=“person”>a18uvi
Teyarrsyu</name>

<w tran= “khlaNOkhOO2muun0 ">
AdvTayR</w>

Tags are in the <> symbols. The end tag is
differentiated from the start tag by adding /

<tncDoc xmli:id=*“DocName ">

in front of the tag name. Attributes of the
element are defined in the start tag in the
format of attribute_name="attribute_value”.
In addition to these notations, the set of tag
names and attributes have to be defined so
that anyone can use and share the same set
of tag names and attributes. This is what
we call a markup language. In this TNC
project, we use the TEI guideline, “TEI
P4”, as the markup language. Three types
of information are marked in the
document: documentation of encoded data,
primary data, and linguistic annotation.
Documentation of encoded data is the
markup used for contextual information
about the text. Primary data refers to the
basic elements in the text, such as
paragraphs, sections, sentences, etc.
Linguistic annotation is the markup used
for linguistic analysis, such as parts of
speech, sentence structures, etc. The first
two types are the minimum requirements
for marking up texts. The structure of each
document is represented in the following
tags:

<tncHeader> ...markup for contextual information </tncHeader>
<text> ...body text, markup for primary data e.g. <p> and linguistic analysis e.g.

<w>, <name> .... </text>
</tncDoc>

10




Creating the Thai National Corpus

annotation, we mark word
- and transcriptions for every
ation of parts-of-speech will
ked at present. The following is
f markup in a document.

"khalnalthii2"> YAEA</w><w tran="khaa2">A1</w><w
3saad"> SAWI</w><w tran="suuanl "> &IU</w><w

k@@n0"> 1Au</w><w tran="thii2"> A</w><w
rooNOpha3jaaObaan0"> TsuWeIUIR</w><w tran="ton2saN4kat]">
><w tran="tOON2"> fiav</w><w tran="caajl "> F1E1</w>

e that marking tags manually empty tag <gap desc=".."/> will be
ficult and time-consuming task, so inserted to describe what is omitted from
ject, three programs are used the original text. Texts are input mainly
language data and contextual . from typing. Texts which are already in

on. TNC Tagger is used for electronic forms like web pages, MS Word
words and marking basic tags files will be converted into plain text files.

in the text. TNC Header is Texts are marked with basic information
ing contextual information like paragraphs <p>, names <name>,
g header tag for each foreign words <foreign>, etc. In addition
from TNC Tagger will be to language data, contextual information

the header tag as an XML of each text file, such as genre, domain,
C Editor is used for editing medium, period, author, audience,
ument. Deleting, inserting publication, etc., will be input and saved in

g tags can be done easily the header tag <header> through the
itor. These software packages TNCHeader program.
how tags are marked in the

The following page is an Beside information in the header and
the header tag. primary data, we also have to decide what
linguistic analysis we will impose on the
text. In this first phase, only word
boundary and pronunciation will be
marked in the texts, e.g. <w tran=
“thot3I0OONQ "> naaas</w>. Problems on
word segmentation and error corrections
will be discussed as follows:

NC will be used for language
texts will be kept in a
Other information such as
s, pictures will be omitted. An

11
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<tncHeader type="text" status="new" date. updated="10-9-
2549"><fileDesc> <titleStmr><title> lfia12a0E
Sample containing about 27458 words (domain: Imaginative) </title><respStmt><resp>data

entry by </resp><name> Dept. of Linguistics

</name></respStmt></titleStmt><editionStmt>< para>TNC First

Edition</para></editionStmt><extent>A

pproximately 713 Kbytes running text, containing

about 27458 Thai orthographically-defined words; for encodin g details see &It;tagUsagedgt:
element. </extent><publicationStmt><distributor>Thai National Corpus

Project</distributor><address>

<addrLine>Phayathai Rd., Bangkok 10330</addrLine>

<addrLine>Telephone:
<addrLine>Facsimile:

+662 2184918</addrLine>
+662 2184918</addrLine>

<addrLine>Internet mail: tnc.ac.th</addrLine></address>

<idno type="tnc">PRNV(] </idno><availability status="restricted"> <para> THIS TEXT IS
AVAILABLE only as part of Thai National Corpus. It is your responsibility, as a user, to
ensure that an End User Licence is in place. Terms of the End User Licence are set out in the

corpus header, which is likely to have a file name similar to

"corphdr". Distribution of any

part of the corpus under the terms of the Licence must include a copy of the corpus header.
Distribution of this corpus text under the terms of the Licence must include this header
embodying this notice. </para></availab ility><date value="10-9-2549"> 1 0-9-
2549</date></publicationStmt><sourceDesc><biblStruct> <monogr><title> lga121q01
<Mtitle><author> (&I 1&@1INIA</author><imprint><publisher> A10InAuNWE 2111
</publisher><pubPlace> AFInW4</pubPlace><date vvalue="2545 ">2545 </date>

</imprint><bibiScope>pp. 228-

327</bibIScope></monogr></bibiStruct></sourceDesc> </fileDesc><encodingDesc>
<projectDesc><para> See the project description in the corpus header for information about
the Thai National Corpus project. </para></projectDesc><tagsDecl>

o

<tagUsage gi="w" occurs="27507"> </tagUsage><tagUsage gi="p"
occurs="1031"></tagUsage><tagUsage gi="¢c"
occurs="2328"></tagUsage></tagsDecl> </encodingDesc><profileDesc>
<textClass><catRef target="alltim3 wrisam0 wrimed] wridom] wriaag0 wriasel wriad(
wriaty3 wriaud4 writas3"/><classCode scheme="DLeeMod"> W " fict_prose </classCode>
<keywords><term>(none)</term> </keywords></textClass></profileDesc>

<revisionDesc><change><date>]0-9-2549

</date><respStmt><resp>ed</resp>

<name>Ling CU</name></respStmt><para>First entering of data</para></change>

</revisionDesc></tncHeader>

The header tag is marked by
<tncHeader>. It consists of four tags,
<fileDesc>,<encodingDesc>,<profileDesc>,
and <revisionDesc>. They are used to
encode information of creation and the
source text, information of encoding,
contextual information, and revision
respectively.
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4.1 Word segmentation

Word segmentation is the basic problem of
processing the Thai language. Since the
writing in Thai does not indicate word
boundary, the data has to be word
segmented either by hand or by a program.
Word segmented data will enable users to
search for words correctly. For example,
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a Thai word segmentation
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<w tran="kalmon0">ANA
fran="phan0">Wsseu</w>. A
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egmented as two words
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22iu</w>. These errors
be manually corrected. To
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m, TNC Editor, was
by a staff from the IBM

data into the corpus, we
ly correct data input. If the
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Errors could arise from
especially when the texts are
m a book. Some errors are
original publications, if the
or the writers did not carefully
s. There are also questions
what could be counted as an
e data, and how those errors
detected. The following is the
for handling different error
project.

. Typo error type I This is an
tentional typo that produces an ill-
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formed string. These errors are easier to
detect and most people would agree that
they should be corrected. For example, 58
i&ifiaedir is  ill-formed because a
consonant character is missing after 4.
This string cannot be parsed and read. It
should be edited as saudzndaigir “car,
broken, this morning’.

2. Typo error type II. This is an
intentional typo that produces an ill-
formed string. Even if the string produced
from this type is ill-formed with respect to
orthography rules, they are -written
intentionally to intensify meaning. For
example, &1aaAaAA -‘difficult’ is a word
in which the last consonant is repeated to
intensify the degree of difficulty.

3. Hidden error. This is also an
unintentional typo error because the actual
text should be something else. But the
error does not produce an ill-formed
string. The string can be parsed and
readable. But its meaning could be strange
because the actual word is mistaken as
another word. For example, the phrase
insunaan 3 1 is well-formed because it
can be read as four words tA%ea aan 3 1,
‘stress, go under, 3, year’. But its meaning
is anomalous. Thus, it should be changed
to tAsEm Aaam 3 I, ‘stress, throughout, 3,
year’. This type of error is called “hidden
error” because it could not be detected by
simply applying orthography rules. To
correct this type of error, manual editing
might be required.

4. Variation error. This type is not
exactly an error. It is a variation of written
form produced by different authors. From
a prescriptive view, it could be viewed as
an error and should be corrected. Some
variations are a result of the lack of
knowledge in spelling. For example, some
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people write the word Tanid
imi  ‘globalization’ incorrectly as
lan1A7ai. Some write the word that
does not conform to orthographic rules,
e.g. #2/m, which should be.written as & 2/@
‘buzzing’. It is possible that they do not
know how to spell these words, which
makes it an unintentional error (type I).
Preserving these errors would provide us
authentic information, which will be very
useful for studying spelling problems.
Nevertheless, since the TNC is expected to
be a reference of Thai language usages,
keeping these variations could confuse
users who want to know the correct or
standard form of writing. Therefore, these
variations should be corrected. If anyone
wants to study spelling problems, they
could do it easily by using other resources
like the internet to find various forms of
spelling.

However, we do not think that all
variations of writing are errors. Variations
caused by different transliteration methods
should be kept as they are. When
transliterating foreign words, it is likely
that they are written differently despite the
fact that a guideline for transliteration to
Thai has been proposed by the Royal
Institute. For example, the word internet is
found written as “Suwmasidn”,
“Guinasiun’, “Sueasum’, “Suaasiin’,
“Buimasiidn’, “Swvasiun’, or “Bu
imasidn”. All of these variations are not
seen as errors and therefore are not
modified.

5. Segmentation errors. These are
errors caused by the segmentation
program. It is likely that the program
would segment proper names incorrectly.
For example,thename . w. 3 adadias is
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segmented as <w tran="nO00phO00™>H
<w><w  tran="wi3ngj0">Fult</mw>
tran="salwat]"> &I&</w><w tran="
<w><w tran="wOOn0">35</w>, i
<w tran="nO00ph000"> 1. W. <>
tran="wi3naj0">3 U # <
tran="salwat1dilwOOn0"> & 7& i 25
These errors have to be manually corrected:

To correct errors caused by typos, W
could compare the same text typed byt
typists. But this method would doublef
expense of typing. Therefore, we s
detect typos indirectly by using the
Tagger program. Basically, the pr
will segment words in the text. If
causes an ill-formed character sequence
the program will fail to segment fha
character sequence. Then, a pop-ups
asking for a correction of that
sequence will appear. If it is typo
the correct word will be typed in. Ifi
typo type II, the intentionally incorre
word will be tagged manually. After
program finishes segmenting word
program will show a list of unkn
words (words that are not found in
dictionary) and words that occur only o
in the file. This word list will be used
spotting errors that are not typos.
stage, TNC Editor will be used for
manually editing the document, especially
the hidden, variation, and segmentation
errors.

4.3 Software for creating TNC

A number of software programs have been
written to create the TNC. As descri

pronunciation of each word. Texts wil
marked with <w> and <p> tags by the
TNC Tagger. Then, TNC Header program



fo input contextual
information will be
r tag <header> as
. Header and text then
an XML document.
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This XML document will be checked for
any hidden errors and edited by using the
TNC Editor, which is an XML editor
designed specifically for the project. Screen
shots of these programs are shown below.

Tran="7a112j0">5: Fs<hv><w tran="n0"> <> <w ran="kazOtuun0">n Hgw<hvs cw

<w><w fran="widcaj0">Yiu<v><w tran="caak ] ">mn<pv><w tran="nak3">in<pw><w
<hy><w fran="kaa0tuun0'">ndgu<iv> <w tran="chU U2daN0">fada<iw> </p>

0">ushv><w tran="dii0">fi<pw> <w tran="san4ti1 ">¥ufi<iv>ew tran="wut3thi3">dll<pw><w
> <¢>:¢fe> <w fran="ragj0Naan0">m1ermeiwe </p>

IS <C>i<fo> <y tran="bun0">y<hw><w tran="kit1">fa<pw> <w tran="sut1thid">gnB<iws><w
wifan="naa0">0n<w><w fran="non0">uur<pw> </p>

ND">e<hv><w tran="maj2">1al<wa<w tran="mil0">f<pw><w tran="dek1“>1&n<iv><w fran="khon0">eu
< tran="maj2">lal<hv=><w tran="ruudcak]">§4n<pw><w tran="doo0"»la<iw><w tran="raa0">n<w><w
1="mOON0">wau<iy> <w tran="draa0k0OnQ">amnaus/w><w tran="b00N0">waa<iv> <w fran="chin0">
">Bn<iw><w tran="khiw0">frc/w><w tran="saN0">H<w> <W
luuan3">&u<ive<w tran="mii0">fi<jw><w tran="thiiZmaa0">#

<w tran="rUU4">vwla<jw><w tran="2ik1

<w tran="praltheet2 ">z na<jw><w tran="diiaw0kan0"> fitnfiu<iv> <w tran="khUUQ">Fa<w> <w

-<D>

1*>tng<ive<w tran="daj0">1a <> <w tran="kaaOtuun0">ndau<ivs <w tran="ji2pun1">diu<iv><w
daazrap3”>1éusiw><w tran="khwaam0">Amu<hv> <w tran="nigjom0">%un<pv><w tran="paj0"> 1y
<w tran="look2">Tan<pw><w fran="dooj0chal phO3">Tmei avnz<hv> cw tran="thadwii2"> 1< iw><w

ushe <w tran="kham0thaamd'>dnmai<iv> <w tran=

>fi<hw><w tran="khaa(">mciw><w tran="caj0">13
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Besides the programs used for inputting
and editing the document, other programs
have been developed for reporting the
current status of the project. They will
show the proportion of texts in different
dimensions so that we could know which
genre, domain, medium, author sex, author
age, etc., are underrepresented at the
moment. Then, we can decide what texts
should be acquired next,

S. Conclusion

This paper has discussed the need of a
large general Thai corpus, and described
the design and implementation of the Thai
National Corpus, which is a new and
ongoing project. The TNC is expected to
be partially released in July 2007. The
major problem of creating the national
corpus is neither technical nor linguistic,
but practical. Since the concept of using
corpora is not well-known to the public,
obtaining copyright permission from
authors and publishers requires explaining
what the corpora are and what we want
from them. This process takes time and
patience. Nevertheless, many writers, after
they understood our need, have been
willing to give all of their works to the
project. Unfortunately, since the corpus is
a general corpus, texts have to be collected
from as many writers as possible. This
means that we could only include 3-5
works from each author. The process of
collecting texts still has a long way to go.
Once that has been done, all tagged texts
have to be manually checked. It is
undeniable that creating a large general
corpus requires much work. However, in
the end, the TNC will prove to be a major
resource for Thai language studies.
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